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Vital Statistics
Vital Statistics

CDF DO

Raw Data Size (kbytes/event) 205 250-300
Reconstructed Data Size (kbytes/event) 180 200 (20->60)
User formats 25-180 20-40
Reconstruction Time (Ghz-sec/event) (5)10 50(120)
Monte Carlo Chain fast full Geant
user analysis times (Ghz-sec/event) 1 (3) 1
Peak Data Rate(Hz) 75(+) 50(+)
Persistent format RootIO D0om/dspack
Both collaborations continue to evaluate and evolve data 
formats in response to analysis needs and computing 
constraints

D0 computing has a strong production focus
CDF computing  has a strong analysis focus
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Computing Contributions

Use the FNAL equipment budget to provide very 
basic level of functionality

◆ Databases, networking and other infrastructure
◆ Primary Reconstruction 
◆ Robotic storage and tape drives
◆ Disk cache and basic analysis computing
◆ Support for data access to enable offsite computing

Estimate costs based on experience or need for 
replacements

Remote Contributions
◆ Monte Carlo production takes place at remote centers
◆ Reprocessing (or primary processing)
◆ Analysis at home institutions
◆ Contributions at FNAL to project disk and to CLuED0
◆ Collaboration-wide analysis
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Virtual Center
• For the value basis, determine the cost of the full computing 

system at FNAL costs, purchased in the yearly currency
◆ Disk and servers and CPU for  FNAL analysis
◆ Production activities such as MC generation, processing and 

reprocessing.
◆ Mass storage, cache machines and drives to support 

extensive data export
• Assign fractional value for remote contributions

◆ Merit based assignment of value
◆ Assigning equipment purchase cost as value (“Babar Model”) 

doesn’t take into account life cycle of equipment nor system 
efficiency or use.

◆ While shown as a predictor, most useful after the fact
◆ Computing planning board includes strong remote 

participation, representation
• Not included as part of the value estimate yet

◆ Wide Area Networking, Infrastructure, desktop computing, 
analysis
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Canada: Toronto+, West Grid
US: San Diego, Rutgers, MIT

SAR* (UTA, Oklahoma +)
Michigan State

South America Sao Paulo*
Europe GridKA*, IN2P3*, INFN

Prague*, NIKHEF*,UK*
Asia: Japan, China, Korea, India*

Taiwan 

Global Collaboration

Central Systems
CDF :
CDF Analysis
Facility
Production Farm
DO:
Central Analysis
<Backend>
Production Farm

Remote Facilities

CDF: 
Institutional Clusters
DO: 
CLuED0 

Storage
dCache (Desy/FNAL)

Enstore
Into STK or ADIC
robots

Sequential 
Access Via
Metadata

&
Job&Information

Monitoring(*)
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Accumulation Estimates
data assumptions

2005 2006 2007 2008 2009
rates average event 16 Hz 16 30 30 30 30

weekly average 25 60 60 60 60
raw data rate 5 MB/s
Geant MC rate 1.65344 Hz 1.60 3 4 3 4
PMCS MC rate 0 Hz 8 8 8 8 8

data samples (events)
Current 2005 2006 2007 2008

events collected 1.00E+09 5.05E+08 9.46E+08 9.46E+08 9.46E+08
total events 1.50E+09 2.45E+09 3.40E+09 4.34E+09

TAPE data accumulation (TB)
Yearly storage (TB) 757 525 697 763 830
total storage (TB) 757 1,282 1,979 2,742 3,572
disk data accumulation (TB)
Yearly storage (TB) 45 51 96 96 96

adjusted for format 
change in 2005 0 43 0 0 0
Yearly adjusted 
storage (TB) 45 95 96 96 96
total storage (TB) 45 140 236 332 428
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SAM Performance

D0 ALL Stations GB/month
Active SAM stations:  40 DØ (9 @ FNAL)

250 TB

Oct 2003-Sept 2004    DO:   2.1 PB; 50B events

Red: CABSRV1
Blue: Central Analysis
Black: CAB
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DO SAM Performance

Enstore
Practically all
tape transfers occur
within 5 min

Intra-Station:
60% of cached files 
are delivered within
20 Sec

20 sec

5 min

60%

30%

D0 Analysis systems

10 min

Before adding 20TB of Cache,2/3 transfers could be from tape.
Still robust!
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DO Farm Production
• DØ Reconstruction Farm—18-20 M event/week capacity- operates at 80% 

efficiency—events processed within days of collection.  1.5 B events 
processed in Run II (1B events collected)

◆ Successful remote re-reconstruction effort-100M events processed at IN2P3, 
NIKHEF, gridka, UK,  and WestGrid (Canada) 

• DØ Monte Carlo Farms—1 M event/week capacity-globally distributed 
resources. Running Full Geant, reconstruction and trigger simulation
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SAMGrid
• SAMGrid project includes Job and Information 

Monitoring (JIM), grid job submission and 
execution package

◆ JIM is in production for execution at 10 DO MC sites, 
testing on the FNAL farm

◆ Migration to VDT completed  
◆ Collaboration/discussions within the experiments on the 

interplay of LCG and Open Science Grid with SAMGrid
efforts

▲ Demonstration of use of sam_client on LCG site
▲ University of Oklahoma runs Grid3 and JIM on a single 

gatekeeper2.5M

April August

MC events produced with JIM
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Primary Production
Primary Reconstruction Cost Estimate

Year 2005 2006 2007 2008
Average Rate 16 30 30 30
efficiency 80% 80% 80% 70%
contingency 20% 20% 20% 20%
Reco time 55 80 80 80
Required CPU 628320 1713600 1713600 1958400
Existing system 344947 436170 1248642 1219671
Nodes to purchase 92 293 75 85
Node Cost $202,147 $644,279 $165,787 $186,248

Rate increase planned as part of the upgrade
Calculation uses SpecInts
Using measured reco performance, luminosity profile, and preliminary
Indications of reco speed-up to guess at average time/event
2005: 16 Hz yearly average—25Hz weekly, how large a backlog is tolerable?
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Central Analysis
• Support peak load of 200 users
• TMB, Ntuple based analysis, some user MC 

generation
• Supports post-processing  “fixing” as a common 

activity (moving to production platform)
• B physics tends to be most cpu and event 

intensive
• DO—Central Analysis Backend 

◆ ~2 THZ
◆ Past year, short of cache, over-reliance on tape access.
◆ Deployed 21 TB as SAM Cache on CABSRV1. 20 TB 

local disk cache and 70 TB user controlled space, 
primarily on CLuED0
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DO Central Analysis Systems

CAB usage in GHz*days 

Events weekly consumed on central analysis platform

CAB  CPU Usage
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Estimated Disk Costs
Fileservers: Cheap IDE for SAM cache, use more expensive infotrend disk 
for project space (where the users keep their results)

Typically have 3 year warranty on equipment, retirements taken into
account.  Do not have good model for cache space, size for disk resident 
samples, add factor.  Assume need more cache as years go by as some
hapless student(s) will be several versions behind 

2004 2005 2006 2007 2008
Cache Data 
Volume (TB) 45 95 96 96 96
contingency 40% 100% 100% 120% 150%
# to retire 0 0 0 18 24
years volume 
(# servers) 18 24 18 10 8
replacements 0 0 0 3 7
#purchase 18 24 18 13 15
#owned 18 42 60 55 46
Cost 288,000$   384,000$   288,000$   208,000$   240,000$   
project disk
volume (TB) 12 24 25 25 25
Cost 68,000$     85,000$     68,000$     85,000$     68,000$     
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FNAL Analysis CPU Cost

Year 2005 2006 2007 2008
Average Rate 2.49E+03 4.05E+03 5.62E+03 7.18E+03
efficiency 70% 70% 70% 70%
contingency 20% 20% 20% 20%
Analysis time 0.5 0.5 0.5 0.5
Required CPU 1014992 1653220 2291449 2929677
Existing system 430248 592609 1151749 1540218
Nodes to purchase 190 243 185 159
Cost $417,132 $534,926 $406,376 $350,311

Typically have 3 year warranty on equipment, retirements taken into
account.   70% efficiency is current CPU/Walltime ratio, analysis time is 
measured, and routinely spin through 850 M events per week.  20%
contingency for non-SAM work—root based analysis, usually.
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Central Robotics

Data to tape, Sept 20, 2004
CDF 9940b ~ 1pb

DO 9940         565 TB     
DO LTOI        175 TB
DO LTOII         70 TB

800 TB 
Total
Diversity of robotics/drives
maintains flexibilityKnown data loss due to Robotics/Enstore for DO >10 GB

Somewhat larger for CDF due to a hardware problem

20TB
At peak

Daily Enstore traffic for CDF, DO, and other users

Mounts/day on ADIC

3000 mounts/day
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Wide Area Networking

In/Out Traffic at the border router, peak stressing OC(12)

Outbound since May 2003
CDF Green, DO-Blue

OC(12) to ESNET, filling production link, anticipate upgrade
R&D: Fiber link to Starlight



Amber Boehnlein, FNAL

Infrastructure Costs
• Usually stable—not this year!
• Networking  ~200K

◆ 10 G uplinks (postponed)
◆ Networking to support new nodes
◆ $40K to finish DAB upgrade started last year

• Domino replacement parts $60K (postponed)
◆ Code builds and distribution
◆ Interactive login cluster
◆ NIS Slave

• DOworld replacement  $15K
• Dobbin replacement (farm i/o) $50K (postponed)
• DO2KA replacement-NetApp NFS server appliance + linux NIS 

server and disk $100K (postponed)
• Replacement disk for database machine $20-$70K (Luminosity 

DB)
• Enstore mover nodes $50K
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Cost Estimate-Sept 2004

The guidance in 2002 was $2M, cut to $1.5 M.  In 2003, $1.5M, cut to 
$1.35M ($0.05M off the top, $0.1M for Wideband tax.)
Added replacing mover nodes to infrastructure relative to document
We did not add a “tax cost” to the price of the nodes, and probably should
consider doing so.   ($535/node in FY2004)
(Reco farm sized to keep up with 25 Hz weekly)

Purchased 
2003

Purchased 
2004

Purchase 
2005

Purchase 
2006

Purchase 
2007

Purchase 
2008

$470,000 $277,000 $417,132 $534,926 $406,376 $350,311
$200,000 $370,000 $454,269 $717,742 $443,490 $362,546
$111,000 $350,000 $357,000 $356,000 $293,000 $276,000
$280,000 $254,700 $40,000 $600,000 $300,000 $100,000
$244,000 $140,000 $547,000 $200,000 $200,000 $200,000

$1,305,000 $1,391,700 $1,815,402 $2,408,667 $1,642,867 $1,288,856
Infrastructure
FNAL Total

FNAL Analysis CPU
FNAL Reconstruction
File Servers/disk
Mass Storage
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• Resources to reprocess needed will vary as a function of amount 
of data to process, how quickly it needs to done, and speed of 
Reco

• Reprocessing is constrained by release cycle, analysis timescales 
and availability of remote resources

• P17 Reprocessing delayed—will need to “carry over” 2005 
contributions

• Usually considered not to be a steady state event, but something
that we plan for.

• MC production is steady state.
◆ Try to estimate MC needs as a fraction of the data collection rate.
◆ Using a fast parameterized MC in production has always been part of 

the plan.
◆ Geant based simulation is being tuned and corrected to better model 

the data—most data generated to date will have to be regenerated
◆ We do overlay min-bias events over the geant simulation, which adds 

a data handling component, beyond the simple store.
• All Reprocessing and MC assigned to “Virtual Center Projections”

Reprocessing & MC
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Value Estimate-Sept 2004

2005 2006 2007 2008

$724,054 $833,811 $817,048 $738,631
$820,089 $1,087,730 $773,295 $543,752
$560,000 $688,000 $528,000 $560,000

$1,182,000 $1,201,000 $1,501,000 $1,501,000
$0 $0 $0 $0

MC $128,353 $170,152 $160,390 $85,056
Reprocessing $1,792,632 $3,317,845 $3,245,506 $2,940,120

$6,368,560

Estimated Value

FNAL Infrastructure

FNAL Analysis CPU
FNAL Reconstruction
File Servers/disk
Mass Storage

Virtual Center Total $5,207,128 $7,298,539 $7,025,239

This reflects the full value of doing all D0 computing in one year 
In current year dollars—legacy systems are worth what it would cost
to replace them.
Refinements continue—Infrastructure currently valued at $0
We no longer calculate yearly “cost” for remote centers—not a relevant
concept for many places.
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Conclusions
• The DO computing model is successful

We have developed tools to enable us to target computing 
spending at FNAL

We use metrics from SAM and system monitoring to 
provide estimators. 

• Use Virtual Center Concept to calculate the 
“value” that remote computing give the 
collaboration.

• DO continues to pursue a global vision for the 
best use of resources by moving towards 
interoperability with LCG and OSG

• DO computing remains effort limited—a few more 
dedicated people could make a huge difference.

• Short budgets, needs for continued construction 
projects and aging computing infrastructure is a 
serious cause for concern


